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A B S T R A C T

The vulnerability of democratic systems to political disinformation has become a defining challenge of 
contemporary governance. Despite considerable attention, theoretical understanding remains undeveloped and 
solution failure continues. To fill this gap the article develops a starting-point comprehensive theory of resilience 
to disinformation in democratic systems. Analysis suggests the main root cause of vulnerability to disinformation 
is low political truth literacy, whose cognitive components are logical truth quotient (LTQ) and appropriate 
action quotient (AAQ). Both are presently low. Simulation modeling shows that raising them to medium causes 
the winning political strategy to shift from disinformation to truth-telling. In this state extreme polarization is 
eliminated, bipartisan consensus becomes the norm, and resilience is achieved. The theory is supported with a 
proof-of-concept experimental study testing a novel intervention specifically designed to raise LTQ and AAQ. 
Multiple coordinated solution elements will be required for full resilience.

1. Introduction

The vulnerability of democratic systems to political disinformation 
has become a defining challenge of contemporary governance. Notable 
symptoms include climate change denial driven by a well-funded 
“denial machine” backed by corporate and conservative interests 
(Dunlap & McCright, 2011, p. 145), the “policy deception” behind the 
economically disastrous 2016 Brexit vote (Baines et al., 2020), cult-like 
polarization based on identity politics, state-sponsored disinformation 
campaigns aimed at electoral manipulation, anti-vaccine movements, 
economic trickledown theory, intelligent design theory, and scape
goating of immigrants and other groups.

Most ominous is the worldwide surge of far-right populism, which 
has enabled the ascent of populist authoritarians such as Putin, Modi, 
Erdogan, Orban, Duterte, and Trump (Scoones et al., 2020, pp. xv, 202). 
Each has exploited long campaigns of unsubstantiated epistemic claims 
and conspiracy theories to manufacture a fearful sense of exploitation 
and persecution of the “noble people” by corrupt elites and other en
emies that only a strong leader can save that nation from (Prooijen et al., 
2022). The ramifications of political disinformation are “increasingly 
viewed as a crisis that demands urgent action” (Roozenbeek et al., 
2023).

Interventions to counter political disinformation center mainly on 
fact-checking and media literacy education (Hameleers, 2022), but have 
proven largely ineffective. While 417 fact-check organizations currently 
operate in over 100 countries (DRL Staff, 2023), fact-checkers have 
never solved the core problem of how to get misinformation corrections 
to the people that need them. “We almost never observe respondents 
reading a fact-check of a specific claim in a fake news article that they 
read” (Guess & Nyhan, 2018). Dumitru et al. (2022) find that legal 
measures have had only slight effect, and that automatic fake news 
detection and content labeling are too immature or infeasible.

Few long-term, well-implemented cases of media literacy education 
exist and results are discouraging. The following country-level cases 
consider only right-wing party behavior. Other data is scarce. The 2022 
Media Literary Index (Lessenski, 2022) measures “potential vulnera
bility” to misinformation for 41 European countries but omits a measure 
of media literacy itself. 

1. Finland, despite compulsory media literacy education from daycare 
up beginning in the 1970s and ranking number one in the Media 
Literacy Index, in 2023 saw the populist far-right Finns Party become 
Finland's second largest party, capturing 20.5 % of the vote (Civicus, 
2023).
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2. Sweden, ranking number six with compulsory media literacy edu
cation since 1980, in 2022 saw the populist far-right Sweden Dem
ocrats become its second largest party, also with 20.5 % of the vote 
(Erlanger & Anderson, 2022).

3. Denmark, ranking number three with compulsory media literacy 
education since 1970, saw the populist far-right Danish People's 
Party rise to 21 % of votes in the 2015 election but then collapse to 
2.6 % in the 2022 election. The collapse resulted from the main
stream Social Democrats Party's successful repositioning on immi
gration, welfare, and redistribution (Etzerpdt & Kohgshoj, 2022; 
Wikipedians, 2024). Media literacy education failed to prevent the 
2015 rise, which could have continued.

Surveying the disinformation field, Bateman and Jackson (2024)
concluded that “None of the interventions considered in this report were 
simultaneously well-studied, very effective, and easy to scale. Rather, 
the utility of most interventions seems quite uncertain and likely de
pends on myriad factors that researchers have barely begun to probe.”

Thus, no comprehensive disinformation theory exists. To fill this gap, 
the article develops a starting-point comprehensive theory explaining 
how democratic systems can be resilient to disinformation attacks. Since 
this is a first iteration analysis supported by a pilot study of an excep
tionally difficult global problem, the theory is far from mature. It offers 
only a starting point, one designed to be minimally comprehensive but 
sufficient to productively guide further research toward theory 
maturation.

The theory comprises a set of interconnected causal hypotheses: 
Analysis identifies the main root cause of the present lack of resilience as 
low political truth literacy, whose cognitive components are logical truth 
quotient (LTQ) and appropriate action quotient (AAQ) as defined later. 
Both are presently low. Simulation shows that raising them to medium 
causes the winning political strategy to shift from disinformation to 
truth-telling. As a result, extreme polarization is eliminated, bipartisan 
consensus becomes the norm, and resilience is achieved. The key hy
potheses, that political truth literacy is low and can be raised to at least 
medium, are tested by a controlled experiment proof-of-concept study.

The research question is thus “What is a starting point comprehen
sive theory of how democratic systems can be resilient to disinformation 
attacks.” The remainder of the article reviews intervention theory, de
velops a theory of resilience to disinformation, presents a proof-of- 
concept experiment to test the theory, and ends with limitations and 
conclusions.

2. Existing intervention theory

Roozenbeek et al.’s (2023) review illustrates the breadth of current 
theory by organizing interventions into fourteen categories at the indi
vidual and system levels, with most activity at the individual level. Of 
these, four categories dominate current research and policy attention: 
fact-checking, critical thinking, media literacy, and inoculation.

2.1. Fact-checking

Fact-checking has been widely implemented. Professional fact- 
checkers view the rise of misinformation as a threat to “journalism's 
core mission of helping people to understand public debates and make 
informed political choices” (Graves, 2016, p. 29). The underlying theory 
holds that by publishing timely fact-checks on important political 
claims, fact-checkers can to correct misinformation by providing people 
with the truth.

The most extensive review of disinformation literature appears in the 
130-page report by Bateman and Jackson (2024, p. 3) on Countering 
Disinformation Effectively: An Evidence-Based Policy Guide. The authors 
found that “fact-checking represents the high-water mark of current 
knowledge about counter-disinformation measures … [However], 
numerous knowledge gaps and methodological biases remain even after 

hundreds of published studies on fact-checking.” Their Table 1 rates 
fact-checking's effectiveness and scalability as modest.

On page 33 Bateman and Jackson explain why fact-checking has had 
limited impact (italics added): 

[First, it] takes much more time and expertise to produce a fact- 
check than to generate the false content being debunked. So long 
as fact-checkers face this structural disadvantage, fact-checking 
cannot be a comprehensive solution to disinformation. … Second, fact- 
checks require distribution mechanisms capable of competing 
effectively with the spread of disinformation. … Ideally, fact- 
checking should occur before or at the same time as the false infor
mation is presented. But this is no easy task.

2.2. Critical thinking and media literacy

Roozenbeek et al. (2023) classify critical thinking and media literacy as 
types of “boosting interventions,” which “seek to reduce individual 
susceptibility to misinformation” by strengthening underlying cognitive 
competencies. One definition of critical thinking is “reasonable, reflective 
thinking that is focused on deciding what to believe or do” (Moore, 
2013). The U.S. National Association for Media Literacy Education 
(NAMLE) defines media literacy as “the ability to access, analyze, eval
uate, create, and act using all forms of communication,” and explicitly 
includes evaluating disinformation.

In the EU, an “analytical report” prepared for the European Com
mission (McDougall et al., 2018) posed seven research questions 
centered on this theme: What media literacy teaching practices would 
work best to combat disinformation at primary and secondary levels in 
EU member states? (pp. 17–18) Drawing on 145 publications, the 
“guiding analytical framework” for the report was Hobbs's five essential 
competencies for media literacy, “as it was developed primarily within 
and for media education theory and practice.” (p. 21)

The report also relied on four additional competence frameworks to 
support “our analysis of media literacy education practices” (pp. 19–21) 
for a total of 44 competencies. Reliance on frameworks arose from a 
persistent problem: despite decades of research and policy initiatives, 
there remains “a lack of systematized comparative evidence about ‘what 
works’ in media literacy education practices at the classroom level” 
(p6). Results were a list of 18 Policy Pointers (solution strategies) of a 
very broad nature oriented toward raising competencies.

2.3. Evaluation

In Approaches to Social Research, Singleton and Straits (2005, pp. 
18–21, italics added) state the twin objectives of a strong scientific 
theory are “to explain the past and present, and predict the future.” This 
requires a cohesive set of cause-and-effect propositions that “provide a 
sense of understanding.” They then illustrate how vital both objectives 
are with a story about discovery of the cure for rickets. Only after the 
[root] cause of rickets was identified to be a deficiency of exposure to 
sunlight, necessary for production of calciferol, could rickets be eradi
cated. This required identification of “the complete causal process.” 
Identifying the problem's causal structure explained the past and present 
(why people had rickets) and successfully predicted the future (in terms of 
intervention design to achieve desired outcomes).

The foundational theory of media literacy education arises from core 
competencies frameworks, which drive solution design more than any
thing else in the literature. The theory is simple and implicit: The higher 
the competencies, the higher the ability to detect misinformation.

This is not a scientific theory in the strict sense. It only predicts the 
future. Missing is the cause-and-effect structure that would explain the 
past (such as why past solutions have largely failed) and explanatorily 
predict the future (such as explaining why particular solution strategies 
would likely work, which would be the most cost effective, which 
competencies should be taught, which are more important, and what 
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levels of competency are required).
In a chapter on Theories in Scientific Research, Bhattachewrjee, 

2012, pp. 25–34, italics added) states that: 

A scientific theory … should explain why things happen, rather than 
just describe or predict.

Note that it is possible to predict events or behaviors using a set of 
predictors, without necessarily explaining why such events are tak
ing place. … Prediction requires only correlations. In contrast, expla
nations require causations, or understanding of cause-and-effect 
relationships.

The McDougall et al. report for the EU, and much similar scholarly 
work, does not develop theory. Rather, it presents a collection of facts, 
observations, descriptions, correlations, empirical findings, and com
petencies used to intuitively (rather than analytically) draw conclusions 
about what solutions will likely work. A list of competencies is a set of 
predictors. The report produced a correlation prediction.

The report relied on a list of competencies due to “a lack of sys
tematized comparative evidence about what works.” This evidence will 
eventually become available. However, a comparative analysis 
approach, even if done systematically and combined with experimen
tation, remains a correlation prediction. Due to extreme problem 
complexity, this will continue to lead to solution designs based on 
intuitive research highly constrained by a black box model of under
standing, where only inputs, factors, and output are known. What is 
needed instead is analytical research guided by a glass box model of un
derstanding of the problem's causal structure.

2.4. Inoculation

The last of Roozenbeek et al.’s four categories to examine is inocu
lation. Here we found a comprehensive scientific theory that uses a 
cohesive set of cause-and-effect propositions.

Inoculation theory conceptualizes the misinformation problem as a 
global “infodemic.” As Linden (2022) describes, this is the frame of 
epidemiology: susceptibility, spread, and immunization. If analysts can 
determine why people are susceptible and how misinformation spreads, 
then effective immunization (inoculation) can be more easily developed.

Linden describes emerging research on immunization as falling into 
two categories: misinformation correction and prevention. Corrective 
solutions mainly include fact-checks, debunking specific false claims, and 
general material pointing out the truth. Preventive solutions employ 
inoculation theory. By creating a motivation threat against being fooled 
and then exposing people to a weakened form of the threat, “people can 
cultivate cognitive resistance against future misinformation.”

Inoculation is accomplished with prebunking, “by pre-emptively 
forewarning and exposing people to severely weakened doses of 
misinformation, coupled with strong refutations [aka counterargu
ments].” A limitation is that people must be pre-exposed to all possible 
types of misinformation they may encounter, which is clearly 
impossible.

The frame of susceptibility, spread, and immunization is useful. 
However, the epidemiology analogy has been carried too far by 
assuming that inoculation is the only way to immunize. Searching for 
“common building blocks of misinformation” that people can be pre- 
exposed to is an improvement, but is just as non-scalable as prebunk
ing, since there are thousands and new ones appear daily. More pro
ductive is to abandon the constraints of an issue-based inoculation frame 
and turn to a more suitable frame.

2.5. Going beyond issue-based inoculation with media literacy

In the U.S., media literacy is defined by NAMLE as “the ability to 
access, analyze, evaluate, create, and act using all forms of communi
cation.” The EU defines media literacy as “the ability to access the 

media, to understand and critically evaluate different aspects of the 
media and media contexts and to create communications in a variety of 
contexts” (McDougall et al., 2018, p. 23). The definitions are equivalent 
since both arise from Hobbs's (2010) framework of the five essential 
competencies of media literacy. Here the immunization frame is the correct 
logical processing of available information.

How can this be done effectively? Given these continuing antidem
ocratic trends: 

1. The failure of long running media literacy programs in Finland, 
Sweden, and Denmark.

2. Appearance of a global third wave of authoritarianism, with 75 
autocratization episodes since 1976 (Luhrmann & Lindberg, 2019).

3. Election results in Europe, where far-right populist authoritarian 
candidates won 26 % of the vote in France and 29 % in Austria in 
2024. In 2025 the far-right populist authoritarian Alternative for 
Germany party won 21 % of the vote.

4. 2024 US presidential election results, where far-right populist 
authoritarian Donald Trump won reelection, a shocking event that 
signals a new world order and acceleration of the demise of liberal 
democracy (Kettle, 2024; Kurbjuweit, 2024).

The answer to that question appears unknown.
Bateman and Jackson (2024) concur with this assessment. Because 

researchers don't know which interventions will work, “Democracies 
should adopt a portfolio approach to manage uncertainty. Policymakers 
should act like investors, pursuing a diversified mixture of 
counter-disinformation efforts while learning and rebalancing over time.” 
(italics added)

“Learning and rebalancing” describes a trial-and-error process. 
Hobbs (2020, p. 24) reports trial-and-error was the method used for 
development of media literacy education practices in the U.S. The same 
holds for the EU, given lack of causal analysis in the McDougall et al. 
report and similar research.

High uncertainty and dependence on trial-and-error, combined with 
the above evaluation, indicate the field lacks a comprehensive theory. 
Section 4 builds such a theory.

3. Method of research

This is more fully described in Supplementary materials. Here we 
offer a summary.

3.1. Why we selected root cause analysis (RCA)

Analytical methods commonly used in the social sciences, such as 
comparative analysis, statistical analysis, path analysis, process tracing, 
agent-based modeling, expert opinion, case studies, and trial and error 
via experimentation (hill climbing), perform well on less complex 
problems. But when faced with problems having high dynamic 
complexity, these methods lack the required analytical capacity because 
they are not designed to identify causal structure and use that knowl
edge to generate glass box models and causally-informed solution strat
egy hypotheses, a task RCA is explicitly designed to do with ease. For this 
reason, we selected RCA as the method of analysis.

3.2. How RCA works

RCA works by starting at problem symptoms and asking “WHY does 
this occur?” until the root causes are found, a generic procedure known 
as the Five Whys (Liker, 2004, pp. 252–256; Ohno, 1988, pp. 17–18). A 
root cause is the deepest cause in a causal chain (or the most basic cause 
in a feedback loop structure) that can be resolved with practical solu
tions, without side effects that create other equal or larger problems. 
Resolved means the problem will probably not recur due to that root 
cause. RCA is the systematic practice of finding, resolving, and 
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preventing the recurrence of the root causes of causal problems. A causal 
problem occurs when problem symptoms have causes, as opposed to 
non-causal problems like information search and math problems. The 
golden rule of RCA is: All causal problems arise from their root causes.

The basic RCA process is generic and must be wrapped in a process 
suitable for a particular problem class.

RCA is beginning to make inroads into social science, such as 
Wagner's (2014) eight-step RCA process for public policy pedagogy, 
finding the root causes of health inequity (Weinstein et al., 2017), 
finding the root causes of racial disparity (Conley et al., 2024), finding 
the root causes of biodiversity loss (Wood et al., 2000), general use of 

RCA in health care systems (Percarpio et al., 2008), and use of RCA for 
evaluating public program improvement (Coskun et al., 2012). These 
studies demonstrate RCA is has become an accepted practice in the so
cial sciences. However, no RCA-based method suitable for difficult 
large-scale social problems was found. We were thus compelled to 
develop one. The result was social force diagrams, a standard 
fill-in-the-blanks template that guides RCA.

While RCA is still in its infancy in the social sciences, some evidence 
of effectiveness is beginning to emerge. Most organization uses of RCA 
are to incrementally improve existing processes, rather than to solve 
difficult large-scale social problems. In health care, of the 11 articles that 

Fig. 1. Social force diagram template, two simple examples, and a retrospective example.
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that measured RCA effectiveness, all reported improvement of patient 
safety (Percarpio et al., 2008). In basic research, the goal is under
standing why a phenomenon occurs, with no intent to solve a problem. 
Using RCA, Byers et al. (2012) analyzed why merchants using Groupon 
offers saw sharp declines in their Yelp ratings scores. The root cause was 
counter intuitive. Use of Groupon offers increased Yelp reviews and re
view scores by real users. This decreased average Yelp scores, because so 
many Yelp reviews are fakes with artificially high scores.

3.3. Social force diagrams

RCA is based on the principle of discovering the causal structure 
essential to solving a causal problem and ignoring everything else. The 
principle is embodied in the concept of essential causal structure (ECS), 
which is the minimum amount of causal structure that contains the 
nodes (variables), relationships (arrows), causal chains, and feedback 
loops needed to analyze and solve a causal problem. To be complete, this 
must include problem symptoms, intermediate causes, and root causes. 
Explicitly identifying and testing ECS is the core of systems thinking and 
the core of building a strong scientific theory. The ECS paradigm can 
lead to surprisingly simple but useful causal structures. The basic 
structural shape of ECS is: 

Root Causes → Intermediate Causes → Problem Symptoms                   

RCA is generic. Thus, so is ECS. For the class of difficult large-scale 
social problems, the above three-node structure must be expanded 
considerably. The result is social force diagrams (Fig. 1). These are 
organized into two main layers: 

1. The superficial layer of the problem, where intermediate causes are 
so easy to see they are erroneously assumed to be root causes, and

2. The deeper fundamental layer, where by understanding the prob
lem's deeper structure its well-hidden root causes may be found. 
Without analysis of the fundamental layer, difficult problems tend to 
remain stuck in the superficial layer for a long time or indefinitely.

The two layers allow avoidance of the Superficial Solutions Trap. The 
trap occurs when problem solvers unknowingly assume intermediate 
causes are root causes, and then develop solutions based on that false 
assumption. This leads to solutions directed toward intermediate causes 
rather than root causes. Superficial solutions can never resolve root 
causes because root cause forces exert a greater force on intermediate 
causes than superficial solutions, regardless of how well funded, 
managed, or promoted those solutions are.

3.4. The four forces of social force diagrams

Social force diagrams focus on understanding four key forces: S, F, R, 
and new R. Superficial solutions (force S) fail because force S is always 
less than root cause forces (force R), indicated by S < R. By contrast, if 
fundamental solutions (force F) are properly designed (especially their 
impact on feedback loop structure), force F can exceed force R, indicated 
by F > R. This leads to a systemic mode change, during which the old R 
is replaced by a new R, and the problem is solved. The new R must be 
engineered to be strong enough and self-managing enough to perma
nently hold the system in the solved mode, due to the way force F 
fundamentally changes critical feedback loop structure and loop 
dominance.

If analysis shows no F > R exists (no resolvable root cause is found), 
the problem is unsolvable as defined. In this case problem definition 
(problem symptoms) can sometimes be relaxed to make the problem 
solvable, such as raising the maximum allowable global temperature rise 
for climate change to make that problem solvable. Otherwise, the 
problem should be declared unsolvable.

Once all four forces are understood and key assumptions have been 

tested by measurement or experimentation, the analyst has a sufficiently 
complete scientific theory of the problem. Each force provides an 
explanatory tenet of the theory. This gives the four requirements for a 
comprehensive theory of a difficult large-scale social problem. The theory 
must identify the four forces and explain them in this manner: 

1. Social Force S – Why past solutions failed (because S < R).
2. Social Force R – Why the problem occurs (because R is unresolved).
3. Social Force F – Why fundamental solutions can be expected to 

succeed in causing the desired mode change (because F > R).
4. New Social Force R – Why the mode change will be relatively 

permanent (because the new R contains self-sustaining feedback 
loops).

4. Theory of resilience to disinformation

4.1. Analysis social force diagram

Fig. 2 summarizes analysis results. To read the diagram, start at 
Problem Symptoms and follow the arrows backward.

The diagram was built incrementally by starting with Problem 
Symptoms and working downward from there. We had strong clues to 
work with: a collection of superficial solutions that had failed, despite 
repeated, long-term attempts to modify them to improve success. None 
achieved more than modest success, due to the Superficial Solutions 
Trap. All the superficial solutions in Fig. 2 fell into this trap.

The first step of analysis is defining the problem in terms of its 
symptoms. Scholars are concerned about political disinformation 
because if too many citizens are fooled, this causes problem symptoms of 
election of politicians not working for the democratic common good. For 
example, a politician who denies climate change will resist climate- 
policy solutions, a populist-authoritarian will promote democratic 
erosion, an anti-vaccine politician will undermine public health through 
anti-vaccine policies, and so on.

4.2. Analyzing the superficial layer

WHY do these problem symptoms occur? Because of belief in 
damaging falsehoods like climate change denial, populist authoritarianism, 
anti-vaccine. The low leverage point strategy to solve this problem is 
misinformation correction by providing people with the truth. Common so
lutions are fact-checks, debunking, articles, social media posts, news, content 
labels, etc. pointing out the truth. These generally fail because misinfor
mation correction is a low leverage point. Once a person believes a lie, 
they seldom encounter the appropriate correction and are heavily 
influenced by motivated reasoning (Lodge & Taber, 2013), which re
duces correction effectiveness.

Next, WHY does belief in damaging falsehoods occur? The answer is 
mainly because of successful political deception. This presently works so 
well that politicians destructively compete to see who can deceive the most 
voters to vote for them.

In a democracy, powerful special interests (economic elites and 
powerful politicians) are by definition a small minority. This raises a 
pivotal question: How can a small minority working for the uncommon 
good persuade a majority working for the common good to vote against 
their own best interests?

In a democracy, the main ways to do this are by force, threats, rigged 
elections, voter suppression, favoritism, bribes, or deception. Force, 
threats, and rigged elections are illegal. Voter suppression is mostly 
illegal. Favoritism doesn't work on large populations, since there are not 
enough favors (like jobs or contracts) to dole out. Bribes are inefficient, 
as even the rich lack the resources to bribe millions of voters. This leaves 
deception as the main preferred strategy and explains why successful 
political deception is required.

Jeremy Bentham, the father of utilitarianism, reached the same 
conclusion in 1824: 
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… it is impossible by fair reasoning … to justify the sacrifice of the 
interests of the many to the interests of the few …. It follows that for 
effecting this purpose they must have recourse to every kind of fal
lacy, and address themselves, when occasion requires it, to the pas
sions, the prejudices, and the ignorance of mankind. (Larrabee, 
1952, p. xxi)

Democracy's eternal vulnerability to political deception has existed 
since the dawn of democracy. When making the case that deceit by elite 
politicians posed a profound threat to Athens's democratic process, 
Demosthenes reached this conclusion in the fourth century BC: 

A man can do you no greater injustice that to tell lies. In a political 
system based on speeches, how can it be safely administered if the 
speeches are not true? (Hesk, 2000, pp. 1–2)

Two main low leverage point strategies have been used to prevent 
successful political deception. The first is misinformation prevention by issue- 
based inoculation, an analogy to the way vaccines trigger production of an
tibodies. Linden (2022) describes how this is accomplished by motiva
tional threat and prebunking, by pre-exposure to a weakened form of 
misinformation or the building blocks of misinformation. However, a limi
tation is that people must be pre-exposed to all possible types of 
misinformation they may encounter, which is clearly impossible. Linden 
acknowledges this and reports that: 

Instead, scholars have started to identify the common building blocks 
of misinformation more generally, including techniques such as 

impersonating fake experts and doctors, manipulating people’s 
emotions with fear appeals, and the use of conspiracy theories. 
Research has found that people can be inoculated against these un
derlying strategies and, as a result, become relatively more immune 
to a whole range of misinformation that makes use of these tactics.

This describes a promising alternative to issue-based inoculation, 
known as technique or logic-based inoculation, which “confers resis
tance against manipulation strategies or tactics such as logical fallacies, 
emotional manipulation, or conspiracy theories” (Roozenbeek et al., 
2023). This leads to the second low leverage point of misinformation 
prevention by raising logical processing of available information skills, aka 
logic-based inoculation. Logic-based inoculation research remains 
formative and fragmented across exploratory studies on a wide range of 
potential approaches. The longest and most common form of logic-based 
inoculation has been training on the broad skills of media literacy using 
various programs and resources. As described in the Introduction, these 
interventions have failed to have the intended effect.

The three groups of superficial solutions are working so poorly we 
are now living in the post-truth age of politics, “in which lies and dis
tortions carry as much weight as facts” (Puddington, 2017, p. 57).

4.3. Finding the main root cause

Next, WHY does successful political deception occur?
Could it be low levels of literacy or education? We ruled that out 

Fig. 2. Social force diagram of the theory.
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because successful political deception, particularly far-right populism, 
occurs in nations with high levels of functional literacy (the ability to 
apply reading and reasoning skills in real-world contexts), like the US 
and EU, as well as low levels, like South America, as measured by the 
OECD's PISA test of 81 countries (OECD, 2023, p. 97). Missing is the 
specific component of literacy that would prevent successful political 
deception, which this paper identifies as political truth literacy.

Could it be due to cognitive flaws like confirmation bias or the pro
cessing fluency effect, where “the more a claim is repeated, the more 
familiar it becomes … the brain uses this fluency as a signal for truth” 
(Linden, 2022). We ruled this out because these flaws are relatively 
constant, while outbreaks of successful political deception come and go, 
such as the three waves of autocratization beginning in 1926, 1961, and 
1994 (Luhrmann & Lindberg, 2019).

Could it be high levels of economic inequality or insecurity? Many 
studies have found a correlation between these conditions and the rise of 
far-right populism, e.g. (Gidron & Hall, 2017; Rooduijn & Burgoon, 
2018). But correlation is not cause. We interpret this relationship to 
indicate an exploitable grievance. This causes higher susceptibility to 
well-targeted fallacious appeals, such as a far-right populist claiming 
“your money is being taken by corrupt elites and the filthy rich, and only 
a strong leader like me can fix that.”

Finally, could it be due to political or cultural beliefs that predispose 
people to accept clever fallacious appeals? Yes, to some extent. Such 
beliefs often contain distortions, motivated reasoning biases, or loyalty 
to group identity rather than to truth and the common good. Rather than 
exploitable grievances, they are exploitable false beliefs that can be 
magnified into major misconceptions, such as hatred of everyone not in 
your identity group (extreme identity politics) or of a particular group 

like immigrants (scapegoating). Lodge and Taber (2013, p. 150) explain 
how “citizens are often partisan in their political processing, motivated 
more by their desire to maintain prior beliefs and feelings than by their 
desire to make accurate or otherwise optimal decisions,” which is a 
highly exploitable state.

A deeper question remains. Political and cultural beliefs are learned 
from the political parties, news sources, books, churches, cultures, 
family members, teachers, friends, etc. a person is exposed to. But why 
would a person make an error and believe false statements, regardless of 
the source or prior beliefs, and develop erroneous beliefs? Why exactly 
does political deception succeed?

Answering that question at the root cause level blocked progress for 
years and was so difficult it required construction of a system dynamics 
simulation model (Fig. 3).

The backbone of the model is the two opposing feedback loops 
dueling for the same Uncommitted Supporters. Race to the Bottom 
politicians, the right, use deception to gain supporters, while Race to the 
Top politicians, the left, use the truth. Currently the Race to the Bottom 
is the dominant loop in many countries most of the time because unde
tected false memes (successful misinformation) are high.

The model uses the concept of memes (Dawkins, 1976). A meme is 
copied information capable of affecting behavior, such as a fact or 
opinion. In the model a meme is a statement that is true or false, 
regardless of its form, such as conversation, social media, print media, 
image, video, etc. Dawkins introduced the concept of memes and 
memetic infection. This was taken up by others, such as in Brodie's 
(1996, pp. xvi–xvii) Virus of the Mind: The New Science of the Meme: 

Fig. 3. Feedback loop structure explaining how political deception works. This is a high-level diagram of the simulation model. See supplementary materials for 
detailed model description.
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[A meme] is the basic building block of culture, in the same way the 
gene is the basic building block of life. … Once created, a virus of the 
mind [a meme] gains a life independent of its creator and evolves 
quickly to infect as many people as possible.

Thus, the spread of misinformation can be realistically modeled as 
the process of memetic infection, as memes spread from one mind to 
another. Our model is similar to epidemiology's SIR model (Sterman, 
2000, pp. 303–304) in that it uses infection rates, average duration of 
infection, and susceptible and infected populations, but incorporates 
many additional features necessary for modeling root cause behavior.

The key model insight is that the size (and hence the attractive 
power) of a lie (false memes on the model) can be inflated, while the size 
of the truth (true memes) cannot. From a mathematical perspective, the 
size of a falsehood can be inflated to be a different, more attractive 
(false) reality by saying that 2 + 2 = 5, or 7, or even 27. But the size of 
the truth is always 1 since there is only one true reality. Its attractive 
power can never be inflated by saying anything more than 2 + 2 = 4. 
Inflation is used to create fear when there is nothing to fear, doubt when 
there is nothing to doubt, the false promise of I can do so-and-so for you 
when I really cannot, a large flaw in one's opponent when there is only a 
small flaw or no flaw, etc.

This insight leads to identification of the main root cause: the 
inherent asymmetric advantage of the Race to the Bottom, represented 
on the model by undetected false memes. The advantage exists because the 
opposing loop, the Race to the Top, has no corresponding variable 
because there are no inflated true memes to detect. This reveals a second 
form of the asymmetric nature of information warfare. The first form, 
that “autocracies [can] penetrate the information space of democracies 
without facing an equivalent response” (Liagusha & Iarovyi, 2025), is far 
more obvious.

For simplicity we usually say the main root cause is low political truth 
literacy. This causes a dominant Race to the Bottom most of the time 
since telling lies is the winning strategy. This appears to be a root cause 
rather than an intermediate cause because there is no deeper root cause 
and practical solutions for resolving it exist.

4.4. Evidence of universal reliance on political deception by right-wing 
politicians

If low political truth literacy is the main root cause, one would expect 
universal reliance on political deception by Race to the Bottom parties 
and politicians. Evidence of this is considerable: 

1. Freelon et al. (2020) found that “in the US and throughout the 
industrialized West … available evidence suggests that the right has 
invested far more than the left in misinformation and conspiracy 
theories as core components of its activist repertoire ….”

2. An examination of political behavior in 169 countries in 1759 elec
tions found four key characteristics of right-wing autocracy 
(Luhrmann et al., 2023). All require deception to implement.

3. In the U.S. a well-financed “Right-Wing Propaganda Machine” has 
dominated political debate for decades (Conason, 2004).

4. Dunlap & Jacques, 2013 found that 92 % of books denying climate 
change and other environmental sustainability problems originated 
from conservative think tanks.

5. In an effort to understand the effect of propaganda on politics, 
Benkler et al. (2018, pp. 77, 79) analyzed four million messages in 
the US using their Media Cloud platform. America's political spec
trum has evolved into two opposing feedback loops: a right-wing 
“propaganda feedback loop” where politicians “compete on iden
tity confirmation” regardless of the truth, versus a centrist/left-wing 
“reality-check” loop that follows “institutionalized truth-seeking 
norms” where politicians “compete on truth quality and the 
scoop”. The two loops correspond exactly to the Race to the Bottom 
and Top loops.

By logical implication, if successful political deception is widespread, 
then political truth literacy must be low. If it were not, political 
deception would usually fail. This logical inference leads to hypothesis 
H1 (that political truth literacy is currently low), which is tested in the 
Truth Literacy Training study.

4.5. A two-step cognitive model of political truth literacy

Truth literacy is the ability to tell truth from deception, to be able to 
“read” the truth. A political claim is any claim meant to influence voters. 
The analysis uses three important variables to model the cognitive 
behavior of political truth literacy, or any form of decision making 
involving potentially deceptive claims. All range from zero to 100 %: 

1. LTQ (logical truth quotient) is the ability to logically tell whether a 
political claim is true or false.

2. AAQ (appropriate action quotient) is the ability to take appropriate 
action, given the perceived truth (using LTQ) of a political claim.

3. DTQ (democratic truth quotient, aka political truth literacy) is the 
ability to take informed and logically correct action within a demo
cratic system, particularly voting, given a possibly deceptive political 
claim.

A person's DTQ uses the two-step process of (1) determine the truth 
(LTQ) and then (2) take action given that perceived truth (AAQ). For 
example, “I can see that statement is false because it uses the false 
dilemma fallacy.” And then “Now I need to vote against that politician 
because they cannot be trusted to tell me the truth.” Because of this two- 
step process, DTQ = LTQ x AAQ, though DTQ is not in the model.

For example, suppose a person's LTQ and AAQ are low at 10 % and 
20 %. They will detect 10 % of lies using their LTQ. Then, using their 
AAQ, they will use 20 % of the 10 % to take appropriate action. 10 % ×
20 % = 2 %. They will respond correctly 2 % of the time to misinfor
mation. The Race to the Bottom will dominate.

Suppose their LTQ and AAQ are both medium at 50 %. Now they do 
much better and detect 50 % of lies. Since 50 % × 50 % = 25 %, they will 
respond correctly 25 % of the time, an order of magnitude better. While 
they are still fooled most of the time, the simulation model shows that 
enough lies are detected to make the Race to the Top dominant.

4.6. Resolving the root cause

The single high leverage point in the social force diagram, raise po
litical truth literacy components from low to at least medium, becomes two 
high leverage points in the simulation model: LTQ and AAQ. Presently 
both are low, which gives the Race to the Bottom its asymmetric 
advantage and allows successful deception to occur. Because both are 
low, in simulation runs optimum false meme size is much more than one. 
Many large lies occur, causing Race to the Bottom dominance. As LTQ 
and AAQ are raised, more lies are detected. In an effort to maximize the 
number of Degenerate Supporters, optimum false meme size falls to make 
lies harder to spot. Lies get smaller.

As LTQ and AAQ are gradually raised to 50 %, optimum false meme 
size falls all the way to one, which is no lying at all. Supporters on the 
right have moved from an extreme right position (the far-right) based on 
a false ideology to a truth-based moderate position, one so moderate that 
like the left, the right also pursues the common good. Neither side has an 
advantage since lying ceases. The two loops effectively merge into a single 
non-polarized Race to the Top with approximately equal percentages of 
degenerates and rationalists. There will be disagreement between the 
left and right, which is normal in politics, but it will be constructive and 
small enough for the system to solve common good problems. Extreme 
polarization is eliminated, bipartisan consensus becomes the norm, and 
resilience to disinformation is achieved. The system has undergone a 
fundamental mode change from undesired to desired symptoms.

We are not saying all polarization will be eliminated, only extreme 
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polarization. This model-based prediction is an example of what Ster
man (2000, pp. 5–23) calls the dynamic complexity of complex social 
systems and their counterintuitive, unpredictable behavior—until their 
correct high leverage points are known.

4.7. Filling the gap in media literacy education theory

Of all the solutions studied, media literacy education came the 
closest to being able to push on the high leverage point of raise political 
truth literacy components (LTQ and AAQ) from low to at least medium.

Political truth literacy (DTQ) is defined as the ability to tell truth from 
falsehood in statements meant to influence voters and to make logically 
correct voting decisions based on that information. DTQ is a very small 
subset of media literacy, broadly defined in the US by NAMLE as “the 
ability to access, analyze, evaluate, create, and act using all forms of 
communication.” The definition is extended by the Six Core Principles 
(Potter, 2022, p. 32) which broaden the definition still further. The EU 
uses a similar definition. The pattern is media literacy definitions of 
what should be taught tend to be all-encompassing and aspirational.

The strategic reason present media literacy education efforts fail to pre
vent susceptibility to political disinformation is they are too broad. They do 
not properly focus on the very narrow set of skills (LTQ and AAQ) 
required to resolve the main root cause. In the study presented later, we 
demonstrate how these skills can be taught in a low-cost practical 
manner.

4.8. Filling the gap in motivated reasoning theory

Building on extensive experimental evidence, Lodge and Taber 
(2013, pp. 24–25, italics added) explain how: 

Our model asserts that motivated reasoning—the systematic biasing of 
judgements in favor of automatically activated, affectively congruent 
beliefs and feelings—is built into the basic architecture and informa
tion processing mechanisms of the brain. … [Because of this,] 
spontaneous actions are difficult to correct, even when people are 
encouraged to stop, think, deliberate, or actively try to work their 
way through a problem.

Voter reasoning is motivated and largely unconscious. When faced 
with a deceptive political appeal, people default to motivated reasoning 
and are easily fooled by any appeal aligning with preexisting “congruent 
beliefs and feelings.” This explains why Lodge and Taber concluded that 
“we see no obvious resolution of the dilemma” (p27) of the influence of 
motivated reasoning in politics.

“Automatically activated” means the error of motivated reasoning 
occurs subconsciously. This is the mechanistic barrier that current the
ory fails to surmount.

We hypothesize the error occurs because the incorrect reasoning rules 
used are informally assimilated, rather than the correct rules being formally 
taught. The result is today's voters are functionally illiterate in discerning 
political truth.

In the study presented in the next section, we demonstrate how 
correct rules can be formally taught. We further hypothesize that LTQ 
and AAQ, as the components of political truth literacy, behave in a 
similar manner to components of reading and writing literacy in that 
they are complex, heavily used in daily thinking, and must be taught.

Once a person has been taught and becomes politically truth literate, 
they no longer make the error of motivated reasoning because they are 
now following a different rule set. In training and early use, this occurs 
with some reasoning effort at the conscious level. Later after much 
practice, rule set use moves to the subconscious level where most daily 
reasoning occurs.

We support Lodge and Taber's claim that “Once attitudes have 
become crystallized, persuasion is difficult” (p152). We thus do not 
propose that solution elements like Truth Literacy Training can undo the 
strong synaptic connections that lock some voters into falsehood-based 

highly polarized states, such as Trump's MAGA supporters. Less- 
polarized or non-polarized voters, whose political beliefs have not 
overly crystallized, can benefit from the training. This would include 
swing voters and the young.

5. The Truth Literacy Training study

The analysis identified deficiencies in two major disinformation 
theories. This section demonstrates: 

1. How the deficiency of media literacy education theory, too broad a goal 
due to the very broad skillset of media literacy as presently defined, 
can be overcome by tightly focusing on just LTQ and AAQ skills.

2. How the deficiency of motivated reasoning theory, errors due to 
informal assimilation of incorrect decision-making rules, can be 
overcome by formal teaching of correct rules for processing political 
disinformation.

A collection of solution elements was designed to push on the high 
leverage point of raise political truth literacy components from low to at 
least medium. The most promising one to develop first was Truth Literacy 
Training, since it requires the least amount of work to develop, test, and 
implement for the highest impact, and is the core solution element.

The key output of the analysis was two hypotheses: 

H1. The main root cause of low political truth literacy exists.

H2. The root cause can be resolved in a practical manner.

To make a first pass at testing these hypotheses, we developed and 
performed the proof-of-concept Truth Literacy Training study.

5.1. Study design

The complex user interface required for online training required 
custom software and our own database. The final format consisted of a 
long questionnaire supplemented by training materials (Fig. 4).

The questionnaire consisted of five sections as seen in the Outline 
panel in Fig. 4. The only section that varied per group was the Review 
Section, which varied the type of training as described below.

The subject in Fig. 4 has completed the LTQ and AAQ training, done 
in the Getting Started and Review Section in the left panel. They have 
just answered three questions concerning a statement about a Trade 
Agreement Treaty. All three answers are correct. All statements follow a 
similar format, with the claim bolded. All questions are unrelated to 
each other and stand alone.

The Personal Truth Test is shown on the right panel. Notes are the 
two vote training rules. The subject scrolls up to see the rest of the 
Reference Material. This includes a catalog of fallacies they were trained 
on and a graphic of the Strong Evidence Rule (Fig. 5). Using the left 
panel, subjects can navigate anywhere in the questionnaire to review 
their decisions or training material. Checks indicate a completed item. 
Decision answers can be easily reviewed and changed.

Using a Prolific.com online panel filtered to US subjects aged 22 to 
99, the study was run on 93 subjects randomly assigned to three groups. 
A 22-year minimum was used since pretesting showed subjects younger 
than 22 did not take the questionnaire seriously, raced through, and had 
unreliable, wildly varying answers with lots of guessing (random an
swers). Resultant demographics were age range 22–51, average age 31, 
49 % male. Educational levels were 34 % high school, 55 % college 
degree, 10 % PhD. All were told this is a decision-making study for the 
purpose of improving the health of democracy. The three treatment 
groups were: 

1. Control group – This group received training on the neutral topic of 
how democracy works.
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2. Claim training (LTQ) – This group received training on how to tell if 
a political claim (embedded in a political statement, such as the one 
in Fig. 4) was true or false, by spotting the pattern of fallacy or non- 
fallacy used and using the Personal Truth Test, which includes the 
Strong Evidence Rule. The strategy is high-speed pattern recognition 
to drive the Personal Truth Test. Humans are excellent at pattern 
recognition, if they know what to look for. “… the ways by which we 
are deceived are consistent and not so hard to recognize” (Jackson & 
Jamieson, 2007, p. 6).

3. Claim and vote training (LTQ and AAQ) – This group received the 
same training as group 2 plus training on how to vote correctly 
(given the perceived truth of a claim) by applying two rules: Reward 
the Truth Teller and Penalize the Deceiver (See Fig. 4 Notes section 
for these rules.). Total time for group 3 averaged 87 min, of which 
about 1 h was training. Group 3 training used 37 questions.

At one point in training development, we found many subjects were 
not taking the training seriously, resulting in widely varying and mostly 
low scores.

The problem was solved by discovery of an insightful set of experi
ments on “dispelling the illusions of invulnerability” to deceptive 
persuasion (Sagarin et al., 2002). The study found it was not enough to 
expose subjects to deceptive statements and explanations of why they 
were deceptive. This failed to work because “our participants’ sense of 
unique invulnerability to deceptive ads left them unmotivated to use 

defenses against such ads.” This illusion of invulnerability caused sub
jects to believe they were not susceptible to deception, with the result 
that “they did not resist the ads containing illegitimate [deceptive] au
thorities more effectively than did controls.” This was corrected by 
“demonstrating in an undeniable fashion that participants can be fooled 
by ads containing counterfeit authorities.”

To dramatically demonstrate to subjects they are not invulnerable to 
deception, we changed the initial part of the training. After subjects in 
groups 2 and 3 answer questions for the first three statements in the 
Review Section of Fig. 4 and before any training has occurred, they read 
an educational item on The concept of truth literacy. There they are shown 
their own answers for the first three statements (the first two are almost 
always wrong) versus the correct answers. The item then says: 

If you got all the answers right, congratulations. However, here’s 
how other people did. In a past survey with 34 participants, none got 
the answer to the first question right. Three got the answer to the 
second question right. On the third question 19 people got the 
answer right.

Why are the first two questions so hard? It’s because they use clever 
forms of deception, which makes it terribly difficult to determine 
how true the claims are.

The reason so many people got the third question right is it’s not 
deceptive. Generally, it’s much easier to spot the truth as opposed to 

Fig. 4. User interface for the online Truth Literacy Training study, group 3. This runs in any popular browser.
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deception, because we are so used to processing true statements from 
people we talk to, books we read, and so on. …

Fortunately, there’s a solution to this problem.

Here’s the solution. The reason citizens are so easily fooled by 
deceptive statements is low truth literacy. The average person has 
never been trained in telling truth from deception, so their truth 
literacy is low. Because it’s low, they are unable to reliably tell truth 
from deception.

For example, the average person is unable to instantly see that the 
claims in the first two statements are false, because they both use the 
cherry picking fallacy.

Truth literacy is the ability to tell truth from deception. Universal 
truth literacy is just as important to the health of democracy as 
reading literacy, because if people cannot “read” the truth they are 
blind to what the truth really is. They are easily controlled by any 
politician who uses deception to hoodwink the masses into sup
porting him and his positions.

In the Truth Literacy Training that follows you are going to learn two 
things:

1. How to spot the cherry picking fallacy, a form of deception.
2. How to spot the strong evidence non-fallacy, a form of telling the 

truth.

This and the material that follows triggers realization they are 
vulnerable to deception. From this point on, almost all take the ques
tionnaire seriously. From the viewpoint of the elaboration likelihood 
model of persuasion (Dillard & Shen, 2013, pp. 137–149), elaboration 
motivation has increased from low to high. Subsequent training increases 
their elaboration ability, with the result that when training is complete, 

most deceptive persuasion attempts will be processed (elaborated) 
correctly and they will not be fooled.

There is a 5-min break after training for all groups, necessary to avoid 
fatigue and loss of interest on such a long questionnaire.

In the questionnaire, non-hot statements were presented in random 
order. Each statement was followed by three questions: (1) the truth 
question, (2) an open-ended question designed to maintain cognitive 
motivation and give us feedback, and (3) the vote question. The fictious 
country of “Rutania” was used in statements to create interest and po
litical realism without the hot bias a real country would have provoked. 
Deceptive statements contained six fallacies we found common in po
litical appeals: cherry picking, ad hominem attack, appeal to emotion, 
strawman, false dilemma, and false fact lie, plus flawed application of 
the Strong Evidence Rule.

5.2. Study results

Results are shown in Fig. 6. Rather than a 95 % confidence interval 
calculation using the central limit theorem, bootstrapping resampling 
with replacement was used (Banjanovic & Osborne, 2016), due to the 
data being far from the non-skewed normal distribution assumption 
required for the central limit theorem.

Results were positive. Average DTQ for the control group was low, 2 
%, with a 95 % confidence range of 1% to 4%. This offers preliminary 
proof-of-concept support for H1, that the root cause of low political truth 
literacy exists. Average DTQ for the fully trained group (group 3) was 67 
%, a 65-point rise. Full training averaged 1 h. This suggests that Truth 
Literacy Training can successfully push on the high leverage point of raise 
political truth literacy components from low to at least medium. This con
firms the potential feasibility of H2, that the main root cause can be 
resolved.

The literature offers some support for a generally low level of DTQ. A 
study on the teaching of critical literacy in UK schools found 2 % of 
children and young people, and 4 % of adults could successfully deter
mine the truth or falsity of six short news stories correctly (Powell, 
2023).

The follow up study 26 days later (using different statements) found 
LTQ and DTQ for group 3 had declined from 76 % to 66 % and 67 %–60 
%, 10-point and 7-point falls. After an average of 30 min of refresh 
training, LTQ and DTQ for group 3 rose to 75 % and 70 %, indicating 
regular refresh training of some type can work and will be required. Or it 
may be that like reading and writing literacy, once political truth liter
acy matures and becomes the reasoning default and is exercised often 
enough, little decline will occur. Long term it may even rise, if reinforced 
and strengthened by regular exposure to Truth Literacy Training topics 
in news media, such as stories centered on use of a particular fallacy.

As predicted, LTQ training alone (group 2) does not raise DTQ 
significantly. AAQ training is also required (group 3). Still, the 6 % DTQ 
for group 2 was an astonishing discovery. We expected it to be low, but not 
that low. Even if a person has been trained on how to tell whether a 
political claim is true or false, they are unable to translate the truth or 
falsity of a claim into correct action. Instead, they choose all sorts of 
answers for the vote question.

This indicates the average voter currently does not fully penalize politi
cians they know to be deceptive. This behavior is required for democratic 
governments to work in the best interests of voters. We suspect the main 
reason for this dysfunctional behavior is that hardly anyone has received 
the equivalent of Truth Literacy Training and in particular vote training, 
which is amazingly simple. Vote training consists of following the two 
simple rules described in the lower right of Fig. 4.

For the first questionnaire, treatments groups 1, 2, and 3 had N = 30, 
30, and 33. Small N was chosen due the pilot nature of the study and the 
high cost of reimbursement per subject, as total time averaged 2.5 h per 
subject across both questionnaires during pretesting. Small N is typical 
for pilot studies, especially when large effects are anticipated (Bell et al., 
2018). Final pretesting with N = 6 for group 3 found a 50 to 70 

Fig. 5. The strong evidence rule.
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percentage-point DTQ increase. Using a sample size calculator (www. 
powercalc.ca) for anticipated DTQ of 5 % and 55 % for groups 1 and 
3 (a 50-point rise), estimated standard deviation 50 percentage points, 
desired two-sided significance .05, and desired power .80, the minimum 
sample size per group is 17. The sample sizes were thus more than 
adequate for detecting effects of this magnitude. Actual SD was 33 
points, indicating estimated SD was conservative.

Despite the small sample sizes, 95 % confidence interval ranges were 
small enough to reach strong inferences for the first questionnaire due to 
the large effect, as predicted by pretesting. Because of an 18 % dropout 
rate in the second questionnaire and use of 20 statements in the first 
questionnaire versus 13 in the second, confidence intervals widened in 
the second questionnaire.

5.3. Vote question results

In Fig. 7, correct answers are 9 for deceptive and 1 for non-deceptive 
statements, under the idealized conditions stated in the vote question. 
Other answers indicate errors in LTQ or AAQ reasoning. Even if these 
errors are seemingly small and insignificant, they can have large cu
mulative effects when repeated exposure to persuasive stimuli occurs 
over time (Koch & Arendt, 2017), a cognitive flaw caused by the pro
cessing fluency effect (Linden, 2022, italics added): 

The primary cognitive mechanism responsible for the fact that peo
ple are more likely to think that repeated claims are true is known as 
processing fluency: the more a claim is repeated, the more familiar it 
becomes and the easier it is to process. In other words, the brain uses 
fluency as a signal for truth.

The study was single exposure, so we make no claim it tests cumu
lative effects. We rely on research by others that shows that small shifts 
in beliefs can accumulate into large shifts over time, due to repeated 
exposure to media messages.

In democratic systems, once a person knows a politician has lied and 
knows the Penalize the Deceiver rule, answers 6, 7, and 8 only partially 

penalize the deceiver and are an error in AAQ reasoning, as defined in 
the training. What is needed is full penalization, by applying the Penalize 
the Deceiver rule. This normative rule helps a person avoid cumulative 
media effects.

The error in AAQ reasoning occurs because of the tendency of moral 
decoupling (Bhattacharjee et al., 2012), where: “judgments of perfor
mance are separated from judgments of morality. By separating these 
judgments, moral decoupling allows consumers to support a trans
gressor's performance while simultaneously condemning their trans
gressions.” Moral decoupling is a rationalization heuristic that allows 
people “to support public figures that act immorally.” A voter choosing 
answer 8, for example, is saying “I know the politician lied and condemn 
them for that, but I still partially support them.” Due to cumulative ef
fects, repeated exposures can cause weak beliefs (such as partial sup
port) to grow into strong beliefs.

Vote question answers show interesting behavior:
5.3.1. Group 1. Trained on neutral topic (control group)
While the effect surely varies across political units and study sam

ples, we hypothesize that the first row approximates how voters in most 
nations behave today.

In chart A there's more support than opposition in response to a 
deceptive political claim. This has not gone unnoticed by politicians 
willing to engage in deception.

A normal distribution curve centered on the midpoint was added to 
chart A to illustrate how closely the data approximates, but does not 
perfectly fit, a normal distribution. Low DTQ has caused answers to shift 
slightly left. The near-normal shape of the data indicates a person's level 
of political truth literacy is largely due to random factors rather than the 
formal education seen in charts C and especially E. This may be inferred 
from the way a normal distribution results from a sufficiently large 
sample of random independent variable values. Chart A measures the 
informal assimilation discussed earlier in section 4.8, which we hy
pothesize to be largely random.

Chart B shows untrained people lean toward supporting truth-telling 
politicians who tell the truth, but seem shy about supporting them 

Fig. 6. Results of the Truth Literacy Training study.
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strongly with answer 1. We hypothesize this is mostly because they 
received no vote training.

5.3.2. Group 2. Trained on claims
As discussed in section 5.2, the second row contains what to us is 

astonishing counterintuitive data. Citizens trained on how to determine 
the truth of claims but not trained in how to vote correctly, intuitively 
lean in the correct direction on vote answers. But very few choose the 
correct answers of 9 in chart C and 1 in chart D. A surprising percentage 
(22 % and 29 %) choose answer 5, “It would make no difference.” That's 
like saying “It doesn't matter to me at all if a politician tells the truth or 
not.” But yet it must, if democracy is to thrive.

Similar observations apply to other incorrect answers. Choosing 4 
and 6 is like saying “It barely matters to me whether a politician tells the 
truth or not.” Deviations from correct answers are why the vote training 
in group 3 is required.

Correct answer preference is worse in chart D than chart B. Claim 
training reduced ability to vote correctly. This is puzzling behavior we 
cannot explain and identifies an interesting phenomenon for further 
research.

5.3.3. Group 3. Trained on claims and vote
The third row, if we could get enough voters to choose the correct 

answers when faced with real-world decisions, would resolve the root 
cause by raising political truth literacy components from low to me
dium. The simulation model shows levels of 50 % for LTQ and AAQ are 
sufficient to solve the problem. These levels appear feasible. To accel
erate solution, training would go first to those most likely to benefit from 
it: swing voters and the young. The rest are committed to a party and 
rarely change (Jones et al., 2020).

The training needs improvement to reduce confusion of some kind, 
indicated by the answer 1 spike in chart E and the answer 2, 5, and 9 
spikes in chart F. These should all be near zero.

6. Strengths and limitations

6.1. Strengths of RCA

The main benefits of an RCA-based process using something like 
social force diagrams are:

Fig. 7. Distributions of the vote question answers for the first questionnaire. The question measures DTQ for deceptive statements. Values for the equation DTQ =
LTQ x AAQ are shown.
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6.1.1. The method allows avoidance of the Superficial Solutions 
Trap.

Fig. 2 shows how common solutions to the vulnerability of demo
cratic systems to political disinformation problem fell into the trap. 
Since social force diagrams are designed to apply to members of the class 
of difficult large-scale social problems, the tool can help social scientists 
escape the trap in members of this class, as well as less difficult social 
problems. However, reaching method maturity will take time.

We make this claim because the same pattern has occurred in in
dustry. The pattern is that RCA is generic and historically has required 
process wrappers for each distinct problem domain. As RCA slowly 
diffused from where it started (auto manufacture in Japan in the 1950s) 
to all countries and all large-scale industries, new process wrappers were 
developed as needed.

6.1.2. The method allows construction of a comprehensive, 
sufficiently complete causal theory of a difficult large-scale social 
problem.

The theory explains the four social forces that characterize this class 
of problems and the essential causal structure (ECS) involved.

The more the ECS of a problem is known, the more likely the problem 
can be solved and the better it will be solved. This principle is embodied 
in the terms black, gray, and glass box models. In a black box model, “the 
computations are hidden and relationships between the variables of the 
system can only be inferred” (Blumschein et al., 2019, p. 9), such as 
correlational statistical models, where only the independent and 
dependent variables are known. In a gray box model, ECS is partially 
revealed, such as statistical models supplemented by field observations. 
In a glass box model, “which overtly displays all [relevant] mechanisms 
and functions of the system being modeled,” ECS is sufficiently revealed, 
such as by use of social force diagrams or other forms of RCA. Applying 
critical realism, Pawson and Tilley (1997) argue that for complex social 
program evaluation, correlation models are insufficient, because causal 
mechanisms acting in contexts cause outcomes. Understanding those 
mechanisms and their contexts requires glass box modeling.

6.1.3. The method offers a potential starting point for the policy 
formulation step of the government policy process for difficult 
large-scale social problems.

The literature has repeatedly reported deficiencies in this step. 
Howlett (2007) frames this as the problem of low “policy analytical 
capacity [which contributes] to failure to effectively deal with many 
complex contemporary policy challenges.” Analytical capacity is one of 
the five core elements of “the problem-solving capacity of the modern 
state,” the others being delivery, coordination, regulatory, and man
agement capacity(Lodge and Wegrich, 2014).

The method can potentially increase analytical capacity, as sum
marized in strengths 1 and 2. As described in the Method of Research 
supplementation material on The five steps of applying social force dia
grams, the fifth step develops a small group of solution candidates that 
have a high probability of success. These become solution options.

6.2. Limitations of the analysis and experimental study

The chief limitation is that this is a combined feasibility and proof-of- 
concept project and is therefore greatly simplified, which imposes many 
constraints. A feasibility study is a preliminary investigation to determine 
if a research approach is conceptually possible (practical) and roughly 
how it could be accomplished. It focuses on process (including inter
vention design) rather than outcomes (Bowen et al., 2009; Eldridge 
et al., 2016). In this project the process is the analysis method and 
experiment and training questionnaire design. A proof-of-concept study 
takes the next step by empirically assessing if a process is potentially 
capable of producing intended outcomes under limited conditions. It 
focuses on outcomes (Craig et al., 2019; Eldridge et al., 2016). In this 
project the outcomes are the theory produced by the analysis method 
and a small-N controlled experiment to test key theoretical predictions. 
Both study types ask “Is this possible?” and serve to determine whether 

larger-scale, more-complete research is warranted.
Accordingly, the social force diagram and simulation model sim

plifies by omitting factors like multiple root causes, lie amplification, 
bots, AI micro-targeting, foreign state propaganda and intelligence op
erations, cyclic behavior, hereditary behavior, more than two groups in 
the left-right political spectrum, simulation model calibration (a large 
task in itself), much more detail in the diagram, etc.

Simplifications like these are normal for feasibility and proof-of- 
concept research, and fall within the methodology used. RCA operates 
on the strategy of finding a problem's essential causal structure and 
ignoring everything else. This can lead to surprisingly simple but useful 
causal structures, which in our case are the social force diagram and 
simulation model. These are surprisingly simple when the complexity of 
the problem is considered, and allowed high leverage point identifica
tion and creation of the key hypotheses needing testing, H1 and H2.

The Truth Literacy Training study simplifies by using a small sample 
size, a partially representative sample of a single country using an online 
panel, narrow training on only a few fallacies, a single follow up study, 
and use of text statements instead of other forms of persuasion like 
videos, images, and social media. Simplifications like these are typical 
for feasibility and proof-of-concept research. The study needs replica
tion, larger more representative samples, broader training, deeper 
investigation of falloff effects with longitudinal questionnaires, testing 
in multiple nations, training and testing on real-world political state
ments and other forms of persuasion like videos, images, and social 
media, and real-world testing.

All these limitations are opportunities for further research.

7. Conclusions

Our main conclusion is that the analysis presented here offers a 
starting-point comprehensive theory of the vulnerability of democracy 
to political disinformation problem that can productively guide further 
research. The theory consists of the causal structures in Figs. 2 and 3, the 
cognitive model of DTQ = LTQ x AAQ, and the four explanations below. 
These are based on the “four requirements for a comprehensive theory of 
a difficult large-scale social problem” as discussed earlier. 

1. Why past solutions failed (because S < R) – Due to lack of an 
appropriate analytical method, the fundamental layer of the problem 
was hidden by complexity. This caused problem solvers to be intui
tively attracted to pushing on low leverage points with superficial 
solutions. The result was reliance on the superficial solutions shown 
in Fig. 2.

2. Why the problem occurs (because R is unresolved) – The current 
system cannot achieve common good goals because of the unre
solved main root cause of low political truth literacy, as measured by 
the Truth Literacy Training study.

3. Why fundamental solutions can be expected to succeed (because 
F > R) – The Truth Literacy Training study provides preliminary 
proof that the root cause can be resolved in a practical manner, 
though much further research is required. Solution strategy must 
center on resolving the main root cause by raising the components of DTQ 
(LTQ and AAQ) from low to at least medium.

4. Why the mode change will be relatively permanent (because new 
R contains self-sustaining feedback loops) – Resolving the root cause 
changes feedback loop dominance and how politicians compete for 
votes, causing the system to shift into the new mode where politicians 
constructively compete to see who can tell the most helpful truths about 
how to optimize the long-term common good. This should be relatively 
permanent, because based on this analysis and future similar 
research, those who believe in democracy now know that keeping 
political truth literacy above a critical minimum is required for a 
healthy democracy and will strive to keep it there. How this rule of 
system behavior can be institutionalized is an area for further 
research.
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That DTQ must be kept above a critical minimum is what Lynch 
(2025, p. 18) implies with “a [correctly] informed citizen is essential for 
democracy to flourish.” Dahl's (2015, p. 37) third criterion for a dem
ocratic process, “enlightened understanding,” echoes that requirement, 
as does Lewandowsky's (2024) claim that “Democracy also requires 
reliable shared knowledge for meaningful debate and to ensure 
normatively good policy outcomes.” Low DTQ prevents correct under
standing, enlightened action, and reliable shared knowledge.

A second conclusion is multiple solution elements will be required 
for effective full root cause resolution, for these reasons and more: 

1. Many news sources are untrustworthy and are getting better at 
appearing just as reliable as trustworthy sources.

2. Many claims are too complex to easily evaluate with the Personal 
Truth Test, such as “This budget will work.”

3. Many citizens will feel too busy or distracted to take the time to 
consciously apply the training, will lose motivation to prevent being 
fooled, will reach different levels of competency after training, or 
may not recognize their own cognitive weaknesses.

4. There will be intense change resistance and ingenious adaptation 
from those working for the Race to the Bottom. They cannot afford to 
let the majority learn how to tell truth from deception. For example, 
use of AI will trigger an arms race between people's growing DTQ 
skills and the deceivers' AI-designed disinformation that's harder to 
detect with LTQ, confuses the AAQ response, and is so well micro- 
targeted that a person's defenses are weakened.

5. The mushrooming amount of fake news and disinformation in social 
media exists because it maximizes profits and drives the business 
model of “digital capitalism.” Curtailing this requires government 
regulation (Buckingham, 2019).

These factors point to the need for research on more than just Truth 
Literacy Training, such as News Source Truth Ratings, Politician Truth 
Ratings, Continuing Truth Literacy Training in Journalism by making 
the deception mechanism a central part of the story, the legal right to 
Freedom from Falsehood from public servants the public must be able to 
trust (such as politicians and information sources the public is depen
dent on), a searchable online database of AI generated fact-checks that 
can also be generated on request, a phone app to run the Personal Truth 
Test on a claim, and so on. AI will soon be able to do most of the work for 
some of these solution elements. Furthermore, AI-powered Truth Liter
acy Training using an educational tool like Khan Academy's Khanmigo is 
now feasible and could be rapidly implemented at low cost (Tyrangiel, 
2024).
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